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Abstract—With increasing system performance and complex-
ity, it is becoming increasingly crucial to examine the scaling
behavior of an application and thus determine performance
bottlenecks at early stages. Unfortunately, modeling this trend is a
challenging task in the presence of noise, as the measurements can
become irreproducible and misleading, thus resulting in strong
deviations from the actual behavior. While noise impacts the
application runtime, it has little to no effect on some hardware
counters like floating-point operations. However, selecting the
appropriate counters for performance modeling demands some
investigation. In this paper, we perform a noise analysis on
various hardware counters. Using our noise generator, we add
additional noise on top of the system noise to inspect the
counters’ variability. We perform the analysis on five systems
with three applications in the presence of various noise patterns
and categorize the counters across the systems according to their
noise resilience.

Index Terms—Hardware counters, performance analysis, noise,
high-performance computing, parallel programming

I. INTRODUCTION

In the dawn of the Exascale systems, scientific applications,
as well as the systems they are running on, are increasingly
growing in performance and complexity. To gain a deeper
understanding of the application behavior and to identify early
performance bottlenecks, massive complex analyses are usu-
ally performed, which are often linked to a lot of effort, time,
and costs. A much easier and still effective methodology to
study the scaling behavior and identify application bottlenecks
in an early stage is performance modeling, which has been
wildly used in the HPC domain [1]–[3]. While performance
modeling delivers good insight into the application behavior
and its scalability behavior, a lot of factors can affect the
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models and thus the quality of the analysis. Besides fac-
tors linked to sudden changes in the application behavior
(e.g., branch condition related to the number of ranks), other
sources, such as noise in its variable forms and occurrences
(see Section II), can also, influence the collected metrics and
thus lead to inaccurate performance models. In fact, examining
the performance of HPC applications in noisy environments
has a long research history [4]–[7]. In general, noise can
induce performance variability, which is the difference be-
tween execution times across repeated runs of an application
in the same execution environment [8]. For example, perfor-
mance variability can be a consequence of the variations in
the execution environment, such as different process-to-node
mappings [5] or thread-to-core mappings on NUMA systems
[8]. Nevertheless, in spite of several attempts, performance
variability is far from being eliminated and will remain an
active research area as several studies have suggested [7]–[10].

One way to increase the accuracy of the performance mod-
els is to utilize hardware counters, as several approaches have
shown [11], [12]. Power and energy estimation using hardware
performance counters already has wider applicability in the
HPC domain [13], [14]. While hardware counters exist on
many systems, choosing the best ones to enhance performance
models can be a challenging task. This becomes an even
more demanding task in the presence of noise, as several of
these counters are vulnerable to system noise. Traditionally,
hardware events such as floating point operations (DP OPS),
as shown in Fig. 1, are known to be resilient against noise,
as the short distributions in the presence (orange) as well as
in the absence (blue) of induced noise show (for a detailed
description, see Section III-F). On the other hand, considering
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Fig. 1. Example showing the relative deviation from the arithmetic mean of
the floating point operations (DP OPS) and the runtime on the CM cluster
for the three benchmarks examined in the paper.



the time, variations exist in both cases, though they are by far
larger in the presence of noise (orange) than in the absence
(blue). But what about the remaining hardware events like
branch/total instructions, TLB misses, instruction/data cache
hits/misses, and many more? Is the observed behavior the
same across different architectures? And which hardware
events are suited for enhancing performance models in noisy
environments? Furthermore, a question that has been already
raised was: Can hardware performance counters be trusted
[15]? Almost two decades later, considering how enhanced,
complex, and huge modern HPC systems have become, there
is a need to investigate the variability of hardware counters
in the era of Exascale systems. Considering that only a few
hardware events are deterministic [16], and that this varies
across architectures, the resilience of the hardware counters to
noise on the HPC systems needs to be examined. This will
allow for the right selection of appropriate hardware events
that not only boost performance models but also allow for the
inclusion of robust metrics into these models, enhancing their
noise resilience which directly leads to more accurate models.
Hence, this paper aims to contribute by:

• Providing an analysis on the reliability of hardware coun-
ters. We analyze the hardware counters using PAPI [17]
and examine all available preset events as well as a set
of native events available on the five systems of different
architectures (see Table I) using three benchmarks.

• Inspecting the variability of the counters by injecting to
the already existing system noise additional noise using
our noise generator NOIGENA to examine the counters’
variability in the presence and absence of generated noise.

• Categorizing the counters across different systems and
providing a user guide on which counters are suitable for
enhancing performance models.

The remainder of this paper is structured as follows: In
Section II, we discuss noise on HPC systems, look at related
work, and introduce NOIGENA, the noise generator used in
our analysis. In Section III, we elaborate on our methodology
for identifying noise-resilient hardware counters, followed by
presenting and discussing the results. Finally, we summarize
our work in Section IV and state our future work.

II. NOISE ON HPC SYSTEM

Noise on HPC systems can have several sources, which
range from intranode (node-level) sources up to internode
(system-level) sources. In the following, we briefly describe
the noise sources, followed by introducing our noise generator.

A. Intranode Noise Sources

On the node level, Operating system (OS) noise represents
a source of noise that manifests itself due to interrupts,
polling, kernel threads, hypervisor, and many more. Operating
systems can use, for example, timer interrupts to check on
various activities periodically. Since each activity has a specific
frequency and different amount of work that must be done,
different timer interrupts can introduce different amounts of
OS noise [18]. Due to its continuous nature, this type of OS

noise can be classified as high-frequency continuous noise
with a short duration. Moreover, the amount of noise is not
negligible, i.e., OS noise can cause application performance
degradation by a factor of two [4]. While the effect of OS
noise is small on a single node (1-2% on average), it can be
dramatic on large clusters, as the probability that at least one
node out of thousands is slowed by some long kernel activity
approaches 1 [19].

OS noise, caused by scheduling (e.g., the kernel swaps an
HPC process out in order to run kernel daemons) and similar
activities, can be classified as low-frequency long-duration
noise [18]. This has been extensively researched in many
studies [4], [19], [20]. Variations in the working conditions
(operating temperature variations, power capping, etc.) can be
another source of intranode noise. While power capping, for
example, is a desired feature to limit the power consumption,
it results in CPU frequency variation, which impacts the appli-
cation execution time and causes performance inhomogeneity
[21]. Aside from the working conditions, hardware variations
(e.g., aging and manufacturing variability) can also be an
intranode noise source. Not only are the hardware components
affected by manufacturing variability [21]–[23] due to the
fabrication process at the beginning of their life span, but
also by hardware aging during their life. As the behavior of
the transistors deviates from the original intended behavior
during the chip lifetime, the chip suffers from performance
degradation and will consequently fail to meet some of its
specifications [24].

Another interesting source of intranode noise is shared
resource contention. Due to the shared resources on a node
like processors, memory, and network, resource contention
can even occur on the node level. In case many background
I/O threads are used to carry out I/O operations, and the
application itself issues several threads to take advantage of
multi-core CPUs, oversubscription can occur if the combined
number of threads is larger than the number of available
hardware threads. This causes interference and leads not only
to resource competition between the background I/O threads
and application threads but also to competition among the I/O
threads themselves [25].

B. Internode Noise Sources

Considering internode noise, several well-known sources
include network contention, parallel file system (PFS) con-
tention, system-level power capping, load imbalance, and
many more. Looking at the same example again, if asyn-
chronous I/O threads are operating at the same time as the
application communication, network contention will occur not
only slowing down the application but also the background
I/O threads, hence, prolonging the impact on other resources
(CPU, memory bandwidth, etc.) as well [25]. Other noise
sources, such as PFS contention and how to reduce it, are
a research field of their own [26]–[28]. Moreover, the inter-
ference caused by resource contention often occurs by design,
as resource sharing is expected to improve system utilization
[8]. Noise sources, such as PFS contention, can be classified



as a high-impact source with irregular patterns. As examining
all sources of noise would by far exceed the scope of this
paper, we limit the scope to noise generated by the OS and
from the shared resources leaving the I/O for future work.

C. Generating Noisy Measurements

To examine the variability and robustness of the hardware
counters under intensive noise, we generate noise in addition
to the noise that is already present in the system. Thus, we
can examine the hardware counters in the presence as well
as in the absence of the injected noise. For that, we use our
newly developed tool called NOIGENA (NOIse GENerator
Application), which will be made publicly available soon
after code restructuring. NOIGENA is composed of several
benchmarks that are run consecutively in a configurable pattern
and time frame in parallel to the underlying tested application
aiming at stressing it with three noise types resulting from
shared resources contention, which are: memory, network,
and I/O. NOIGENA is composed of Stream1, FzjLinkTest2,
and IOR3 benchmarks responsible for memory, network, and
I/O noise, respectively. For this paper, we will only focus on
memory and network noise patterns.

The Stream benchmark is a simple synthetic benchmark
program that measures sustainable memory bandwidth (in
MB/s) and the corresponding computation rate for simple
vector kernels. By configuring the size of the memory, Stream
acts as a memory noise source. The FzjLinkTest program is a
parallel ping-pong test between all possible MPI connections
of a machine. By configuring the number of processes to use,
the message size, and whether to send in serial or parallel
and other configurations, FzjLinkTest acts as a communication
noise source. To control the duration and the type of noise
created by NOIGENA, we use patterns that determine for
how long and with which configuration the benchmarks are
executed while NOIGENA is running. Listing 1 shows such
a configuration pattern. A pattern is defined by a sequence
of noise types each run for a given amount of time with no
noise periods intervening in between to simulate high and
low-frequency noise patterns. Thus, NOIGENA enables us to
simulate the different types of noise an application is exposed
to during its runtime in a real-life scenario. A sequence of
noise can be repeated either infinitely, for a given amount
of time, or randomly. The left pattern in Listing 1 provides
an example of a sequence that repeats until NOIGENA is
terminated, alternately generating two seconds of network
noise followed by two seconds without noise, two seconds
of memory noise, and two seconds without noise. The pattern
on the right generates random noise for a fixed duration.

III. IDENTIFYING NOISE-RESILIENT COUNTERS

Finding hardware events across different systems that are
noise resilient demands deep investigations. Even in strictly

1https://www.cs.virginia.edu/stream/
2https://www.fz-juelich.de/en/ias/jsc/services/user-support/

jsc-software-tools/linktest
3https://sourceforge.net/projects/ior-sio/files/IOR%20latest/IOR-2.10.3/

PATTERN_1:
Sequence:
- REPEATED_NOISE:

REPEAT: inf
Sequence:
- NETWORK_NOISE: 2
- NO_NOISE: 2
- MEMORY_NOISE: 2
- NO_NOISE: 2

PATTERN_2:
Sequence:
- RANDOM_NOISE:

Seed: 53
TIME: 1000
NETWORK_NOISE: 50
NO_NOISE: 10
MEMORY_NOISE: 40

Listing 1. Exemplary configuration patterns used by NOIGENA to determine
the type and the duration (in seconds) of the generated noise. The listing on
the left shows an itself endlessly repeating noise pattern, while the one on the
right generates random noise for a given amount of time.

controlled environments, run-to-run variations can occur [16].
Hence, determining hardware events that are deterministic
across different systems is a challenging task. This task
becomes even more difficult when noise is induced into the
system. This lies in the fact that major sources of non-
determinism are linked to the operating system’s activities,
context switching, hardware interrupts, the performance over-
head of measurements, and the precision of the measuring
tools [29]. Unlike other work in this field, [16], our primary
focus is neither to find deterministic events nor to identifying
causes for hardware counter deviations, but rather to identify
hardware counters that are suitable for enhancing performance
models and thus for examining the scaling behavior of HPC
applications. Moreover, we are interested in finding hardware
counters that are to some extent robust against OS noise
and resource contentions, thus resulting in a small deviation
between run-to-run simulations on the same system. Addi-
tionally, we aim to classify hardware counters across different
systems in regard to their variability and thus usefulness for
performance modeling.

A. PAPI and Hardware Counters

We use PAPI (Performance Application Programming Inter-
face) [30] to access the various performance counters on the
different systems. PAPI provides an interface to hardware per-
formance counters across different architectures through two
kinds of events: native and preset events. While native events
are platform-dependent, preset events are platform neutral and
are mapped to single or linear combinations of the native
countable events. To access the counters, PAPI provides a low-
level as well as a high-level API. Through the years, PAPI has
evolved from monitoring CPU-related events to also include
network cards, graphics accelerator cards, parallel file systems,
and more [31]. Though performance counters find a wide
range of applicability, including performance optimization,
simulator validation and power or temperature estimation, they
are also coupled with a few limitations, including accuracy,
overhead, and determinism [32]. Regardless of which counter
usage mode is employed (statistical sampling or aggregating
event counts), inaccuracy can happen in both, as a results of
the overhead of the counter interfaces, the cache pollution it
causes, the lack of hardware support for precisely identifying
an event’s address, or even from advanced features modern
chips utilize [32]. However, in this paper, we are not concerned

https://www.cs.virginia.edu/stream/
https://www.fz-juelich.de/en/ias/jsc/services/user-support/jsc-software-tools/linktest
https://www.fz-juelich.de/en/ias/jsc/services/user-support/jsc-software-tools/linktest
https://sourceforge.net/projects/ior-sio/files/IOR%20latest/IOR-2.10.3/


with determinism, which is the situation where two identical
runs of the same program result in the same results of the
monitored events but rather with the robustness of the counters
against noise.

To identify noise-resilient counters, we conducted an ex-
tensive analysis investigating all preset events available on
the used evaluation systems, such as the total instructions,
floating point operations, or the total cycles. The Figs. 3-13 in
Section III-F outline the results of our analysis and provide a
complete list of all preset events that we analyzed. As of PAPI
6.0.0.1, 108 preset events exist, though the number of available
events varies on the examined systems listed in Table I. Going
from the top to the bottom order of the evaluation systems
from Table I, the number of available preset events are: 58,
58, 17, 21, and 43. Considering the native events, their number
varies tremendously between the systems. Hence, we selected
a small subset of native counters, such as the PERF hardware
CPU cycles and the PERF hardware instructions, that are
potentially useful for performance analysis. However, due to
the accessibility of preset events across various systems, we are
focused on the preset events and limited the analysis to at most
18 PAPI native events, which are outlined in Section III-F.

TABLE I
LIST OF ALL SYSTEMS AND THEIR HARDWARE USED FOR THE ANALYSIS.

Alias Name System hardware

Jureca JURECA DC
Module, std.
compute nodes

480 nodes, 2x AMD EPYC 7742 CPUs (64
cores), 512 GB DDR4 RAM (3 200 MHz),
InfiniBand HDR100 (100 GBit/s)

ESB DEEP-EST,
Extreme Scale
Booster

75 nodes, 1x Intel Xeon Cascade Lake Silver
4215 CPU (8 cores, 16 threads), 48 GB DDR4
RAM (2 400 MHz), InfiniBand EDR (100 GBit/s)

CM DEEP-EST,
Cluster Module

50 nodes, 2x Intel Xeon Skylake Gold 6146
CPUs (12 cores, 24 threads), 192 GB DDR4
RAM (2 666 MHz), InfiniBand EDR (100 GBit/s)

Jetson OACISS,
Franken-cluster
Jetson ARM64

12x Jetson Tegra TX1, Quad-Core ARM
Cortex®-A57 MPCore, 4 GB 64-bit LPDDR4
RAM, 1 GBit/s ethernet

Cyclops OACISS,
Franken-cluster
Cyclops

2x 20c IBM Power9 CPUs (40 cores, 160
threads), 384 GB of RAM, BNX2 10G Ethernet
NICs, 2x Infiniband EDR (25 GBit/s)

B. Performing Noise Analysis on Hardware Counters

To decide whether a hardware counter is noise-resilient
or not, we investigate how the measured counters’ values
change when repeating the measurements using the exact same
experiment configuration while being exposed to different
levels of noise. The experiment configuration consists of
the used applications’ configuration parameters such as the
problem size and the system configuration, i.e., the resource
allocation. For our analysis, we repeated each experiment
configuration at least five times to observe how the counters’
values change due to different amounts and types of noise.
To gather the measurements, we used PAPI and Score-P [33]
to automatically instrument all kernels of our application
benchmarks using compiler wrapping and then measured the
counters’ values for each of them.

We run NOIGENA simultaneously with our application
benchmarks using a repeating noise sequence to generate the
noise. By doing so it creates a pre-configured amount of noise
until it automatically terminates together with the target appli-
cation. To emulate the conditions on a large-scale HPC system,
we employ different noise patterns to simulate low and high-
frequency noise, but also to distinguish between noise caused
by network congestion or memory effects. Additionally, we
used different noise patterns for each experiment repetition to
maximize the impact of noise on the application measurements
and their divergence between repetitions. Another possible
source of inaccuracy is multiplexing. The operating system
uses multiplexing if there are not enough physical hardware
counters available for the requested counters, which might
result in a certain amount of inaccuracy in the results [32].
To avoid this and to inspect each counter on its own, we only
measure one counter at a time during each experiment run.

To analyze whether the values of a counter change when
a performance experiment with the same configuration is
repeated, we calculate the relative deviation from the measured
arithmetic mean value of the counter in percent (|vi − v̄|)/v̄ ·
100% for all instrumented application kernels individually.
This metric provides a good measure of how much a counter’s
values scatter without noise and when exposed to noise.
Since we use Score-P, we automatically obtain the measured
counters’ values and the runtime for each instrumented ap-
plication kernel per process (MPI rank), OpenMP thread, and
experiment repetition. To calculate the relative deviation from
the arithmetic mean counter value, we first add up the counter
values ui of all threads per MPI rank and application kernel
and then calculate their arithmetic mean ū. This is necessary
as the work done by each thread can vary vastly, which would
lead to huge divergences when calculating the arithmetic
mean for all values without this step. Next, we calculate the
arithmetic mean counter value v̄ for each individual application
kernel and experiment configuration for all its processes and
repetitions using the previously calculated set of arithmetic
means ūi. Finally, we use the previously calculated arithmetic
means ūi = vi and compare them to v̄ to calculate the relative
deviation for all ranks and their repetitions in percent using
the following equation (|vi − v̄|)/v̄ · 100%.

C. Application Benchmarks

For our analysis, we investigated the performance of
three HPC applications: LULESH, MiniFE, and LAMMPS.
LULESH is a proxy app created by the Lawrence Liver-
more National Laboratory to solve a simple Sedov blast
problem with analytic answers—but represents the numerical
algorithms, data motion, and programming style typical in
scientific C or C++ based applications [34]. For our analysis,
we use LULESH 2.0 with OpenMP and MPI support.

MiniFE (also known as HPCCG) is a mini-app that mim-
ics the finite element generation, assembly, and solution for
an unstructured grid problem, which is required by many
engineering applications [35]. It is not intended to be a
true physics problem but sufficiently realistic for performance



analysis, for example, for studying the scalability of competing
systems. For our analysis, we used the optimized OpenMP
code openmp-opt with MPI support.

LAMMPS is a classical molecular dynamics code focusing
on materials modeling [36]. It has potentials for modeling a
large number of physics problems such as solid-state materials
(metals, semiconductors), to model atoms, or more generi-
cally, as a parallel particle simulator [36]. For benchmarking
purposes, LAMMPS features five standard problems that are
widely used for performance analysis. For our experiments,
we use the atomic fluid, Lennard-Jones (LJ) potential with
2.5 sigma cutoff (55 neighbors per atom), and NVE integration
with OpenMP and MPI support as described on the LAMMPS
benchmarks page (https://www.lammps.org/bench.html).

D. System and Software Configurations

For our analysis, we conducted performance measurements
on five different systems ranging from large-scale HPC clusters
to the small-scale portable ARM platform. Today’s systems are
diverse and feature a variety of different CPU architectures as
well as memory, storage solutions, and accelerators. To thor-
oughly investigate the counters noise-resilience, we selected
four of today’s most commonly used computing platforms
for our evaluation which are: Intel, AMD, IBM, and ARM.
Table I lists all systems and their hardware configuration that
were used for the analysis. Due to the different number of
resources each system provides, we adjusted the experiment
configurations accordingly, as shown in Table II.

To compile the application benchmarks and conduct the
measurements, we used PAPI 6.0.0.1 and OpenMP on all
systems. In addition, we used the Intel compiler, ParaStation
MPI, and Score-P 6.0 for ESB and CM. For Jureca, we
used GCC, ParaStation MPI, and Score-P 7.1. Finally, for the
remaining systems, we used GCC, OpenMPI, and Score-P 7.1.

E. Experiment Configurations

To simulate the efficient use of the evaluation systems,
we parallelized our applications and NOIGENA using both

TABLE II
EXPERIMENT CONFIGURATIONS USED FOR THE ANALYSIS.

App System Experiment configuration

M
in

iF
E

CM n = [1, 2, 4, 8], p = n, t = 12p, s = 203p
ESB n = [1, 2, 4, 8, 12, 16, 32], p = n, t = 8p, s = 503p
Jureca n = [4, 8, 12, 16, 20, 24], p = n, t = 128p, s = 203p
Jetson n = [2, 3, 4, 5, 6], p = n , t = 2p, s = 503p
Cyclops n = 1, p = [4, 8, 12, 16, 20], t = 4p, s ≈ 243p

L
U

L
E

SH

CM n = [1, 8, 27], p = n, t = 12p, s = 103p
ESB n = [1, 8, 27], p = n, t = 8p, s = 303p
Jureca n = [1, 8, 27], p = n, t = 128p, s = 103p
Jetson n = 8, p = n, t = 2p, s = 153p
Cyclops n = 1, p = [1, 8, 27, 64], t = p, s = 53p

L
A

M
M

PS

CM n = [1, 2, 4, 8], p = n, t = 12p, s = 203p
ESB n = [1, 2, 4, 8, 12, 16, 32], p = n, t = 8p, s = 203p
Jureca n = [1, 2, 4, 8, 16], p = n, t = 128p, s = 203p
Jetson n = [2, 3, 4, 5, 6], p = n, t = 2p, s = 203p
Cyclops n = 1, p = [4, 8, 12, 16, 20], t = 4p, s = 203p

OpenMP and MPI. For NOIGENA, we additionally map the
used CPU cores such that the execution of the LinkTest
and Stream benchmarks are intervening with the application’s
execution. Furthermore, we used five different infinite noise
patterns with different sequences of noise types and durations,
such as the one shown in Listing 1. As described in Sec-
tionIII-B, we repeat the measurements for each counter and
experiment configuration five times. To increase the amount
of divergence in the measured performance metrics among the
repetitions and simulate the conditions that prevail on a large-
scale HPC system, we created five different noise patterns,
one for each repetition. The following patterns were used for
our analysis. Pattern one: no noise 2 sec, network noise 2 sec,
no noise 2 sec, memory noise 2 sec. Pattern two: no noise 1
sec, network noise 3 sec, no noise 1 sec, memory noise 3 sec.
Pattern three: network noise 4 sec, memory noise 4 sec. Pattern
four: network noise 8 sec, memory noise 8 sec. Pattern five:
no noise 6 sec, network noise 12 sec, memory noise 8 sec. For
the simulation without induced noise, we simply repeated the
measurements five times with the same experimental setup.

Besides the NOIGENA settings, an experiment configura-
tion is determined by the application parameters such as the
problem size s, and the resource allocation, i.e., the number
of computational nodes n, the number of MPI processes p,
and the number of OpenMP threads t. Table II shows the
experiment configurations for each application and system that
we used for the analysis. To investigate the impact of the
resource allocation and the problem size on the counter values,
we conducted experiments using various different values for
n and s. Furthermore, we measured each experiment twice,
once with noise and once without. This enables us to compare
the counters’ values divergence in both scenarios with each
other and the runtime values, providing important insights for
performance analysis. Hence, with k preset hardware counters,
we have performed k × len(n)× len(p)× 2× 5 experiments
on each system per app adding up to a total of 26950 for the
preset events only.

F. Evaluation of the Results and Plot Anatomy

The evaluation results are displayed as relative population
distributions for the relative deviation ((|vi − v̄|)/v̄ · 100%)
for each PAPI preset counter. For each counter, the maximum
value of the counter was used to scale the peak occurrence
of the relative deviation. Fig. 2 shows an example of such a

Counter name

Shading denotes
importance

Extended 0-area

System name

With noise

Without noise

Fig. 2. Anatomy of the relative deviation graphs.

plot. We provide both the results with and without injected
noise (orange lower part and blue upper part, respectively)

https://www.lammps.org/bench.html
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Fig. 3. Distribution plot showing the runtime variations from the arithmetic
mean of the five systems with the three benchmarks from Section III-E. For
figure explanation see Section III-F.

as adjoined distribution plots allowing for direct comparison.
For improved visibility, we extended the values at 0% relative
deviation into the negative area. Note that we only show
callpaths that resulted in more than 1% of the total counter
value. The distribution plots are grouped by similar deviation
behavior and functional unit.

Intuitively, the height of each distribution plot describes
how often the corresponding relative deviation occurs, and the
intensity (alpha) shows the importance of the region to the
overall behavior. We define the importance as the callpath’s
share of the total counted value across all applications per
counter because large values indicate the parts of the appli-
cation that exhibit more of the behavior described by that
counter. Therefore, the heights of a callpath are scaled with
the share of the total counted values to emphasize callpaths
with bigger counter values. The layering of the distribution
plots allows us to represent the overall distribution behavior
while retaining characteristic individual behavior. As a point
of reference, we treated the runtime as a hardware counter and
displayed the distributions in Fig. 3 to show the effects caused
by the injected noise.

Fig. 4. Noise analysis for the floating point counters across the five systems
with three benchmarks. As expected, these counters are noise resilient.
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Fig. 5. Distribution plot outlining the relative deviations from the arithmetic
mean of the instructions and cycles for ESB and CN.

G. Discussion and Best Practice Guide

We classified the preset hardware events across the five
systems into categories according to their variations: floating-
point counters (Fig. 4), Intel instruction and cycle counters
(Fig. 5), ARM and IBM instruction and cycle counters (Fig. 6),
stall cycles and AMD instructions (Fig. 7), instruction cache
counters (Fig. 8), L2 (Fig. 9) and L3 (Fig. 10) data cache
counters, L2/L3 total cache counters (Fig. 11), L3 cache
counters for IBM (Fig. 12), unclassified counters (Fig. 13)

For the selected native events, we observed a similar behav-
ior to the corresponding preset events. However, as the number
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Fig. 6. Distribution plot outlining the relative deviations from the arithmetic
mean of the instructions and cycles for Cyclops and Jetson.

and type of traced events were too different on the systems
(e.g., 18 on the Intel systems, 5 on Cyclops, and 9 on Jureca),
we left out the evaluation figure.

We could confirm that floating-point counters are noise
resilient. Moreover, we have observed that several hardware
events reveal smaller deviations than the time, making them
suitable for performance modeling, though they exhibit larger
variation compared to floating-point operations. Also, several
metrics reveal similar behavior, as the cache hits and misses
across the cache levels. For example, the L1 cache misses
behave similarly to the L2 cache accesses. Analogously, the
same goes for L2 cache misses and L3 cache accesses.
Furthermore, we have seen that the performance counters are
differently affected by noise. We gathered our findings in the
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Fig. 7. Distribution plot outlining the relative deviations from the arithmetic
mean for all benchmarks of the stall and reference cycles for CM, ESB, and
the instructions for Jureca.
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Fig. 8. Distribution plot showing the relative deviations from the arithmetic
mean of the instruction cache accesses/misses for CM, ESB, Jureca, and
Cyclops.
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Fig. 9. Distribution plot illustrating the relative deviations from the arithmetic
mean of the L1/L2 cache accesses/misses for CM, ESB, Jureca, and Cyclops.

best practice guide provided below.
Best Practice User Guide: Under the influence of noise

and independent of the system architecture, the best hardware
counters for enhancing performance models are all counters
measuring either floating point operations or instructions such
as the DP OPS, FP INS, or VEP SP shown in 4.

Intel: The instructions and cycles from Fig. 5 reveal a strong
deviation (95%) for the less important callpaths (low intensity)
and a small deviation for important callpath (high intensity).
Hence, we recommend to still use them, as compared to the
time (Fig. 3). Their variation is by far smaller making them
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Fig. 10. Distribution plot showing the relative deviations from the arithmetic
mean of the L2/L3 data cache accesses/misses for CM, ESB, Cyclops, and
Jetson.

suitable for performance modeling. We recommend avoiding
stall and reference cycles (Fig. 7) as the deviations are relative
large. While the L3 counters as well as counters like TLB DM
are accurate in the absence of noise, they are strongly affected
by it and start to variate significantly (Fig. 11). Thus they
should be avoided for performance modeling.

AMD: The total and branch instruction show a strong
deviation (Fig. 7) when subjected to noise, but still less than
the time. The L2 cache access and misses, TLB DM and
TLB IM show a small deviation (at most 20% divergence).

IBM: In general, for significant callpaths, the deviation
is acceptable (< 30%), but still there is a small number
of high deviations (see Fig. 6). However, instructions such
as BR TKN, BR PRC, LD INS, and LST INS should be
avoided for performance modeling as the deviations are quite
large. The same goes for L3 related counters (see Fig. 12).

ARM: As Fig. 6 shows, the instruction and cycles counters
reveal small deviations. Excepted for the TOT CYC, we
would recommend all for performance modeling.

Counters measuring instruction cache-related values as the
ones shown in Fig. 8 are strongly affected by noise on most
systems. A similar behavior is observed in the L1/L2 data
cache counters from Fig. 9. In contrast, L2/L3 data cache
counters are more robust against noise (see Fig. 10).
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Fig. 11. Distribution plot outlining the relative deviations from the arithmetic
mean of the L2/L3 cache accesses, misses, and requests for CM and ESB.
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Fig. 13. Distribution plot outlining the relative deviations from the arithmetic
mean of counters that could not be categorized for CM, ESB, Jureca, Cyclops,
and Jetson.

IV. CONCLUSION

In this paper, we investigated the noise-resilience of hard-
ware counters using three application benchmarks and five
evaluation systems with diverse hardware architectures. We
examined all available PAPI preset events and a selected
set of native events on these systems and analyzed their
reliability in the presence and absence of injected noise. Our
analysis confirmed the results of previous studies, showcasing
that all counters measuring either floating point operations
or instructions are noise-resilient. Overall, it unveiled that,
independent of the system architecture, noise generally affects
hardware counters. Furthermore, the reliability of many coun-
ters depends significantly on the system architecture. While
the instruction and cycle counters are highly reliable on CM
and ESB, on Cyclops, Jetson, and especially Jureca, they are
much more prone to be influenced by noise. Therefore, our
best practice user guide enables application developers and
researchers aiming to analyze or optimize the performance of
their code to easily identify the hardware counters relevant
for performance analysis for their system architecture. Future
work will focus on generating performance models with the
inspected hardware counters and expand the noise analysis to
include other noise sources, such as I/O contention.
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